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Abstract— This paper focus on finding better methods to
solve the problem of dynamic obstacles avoidance for mobile
robots. We studied two deterministic approaches which use
heuristic search techniques, and four stochastic approaches
which use reinforcement learning techniques. We proved these
two approaches are mathematically different. The experiment
results show that deterministic approaches work better for
this problem. They are not only faster but also robuster than
stochastic approaches. But stochastic approaches still applicable
for certain problem scenarios.

[. INTRODUCTION

The ability to avoid dynamic obstacle is very crucial
for mobile robots to operate in real world. Once the robot
gathers the sensor information, it needs a planner to come
up with an executable plan, say a sequence of actions, that
navigate the robot to the goal position without intersecting
with any obstacles. Figure 1 gives a brief description of the
problem. There are two ways to solve this problem. One
is to predict the movement of those dynamic obstacles so
that the problem becomes a stationary problem, then apply
deterministic algorithms to solve it. We call this framework
deterministic approach. The second approach is to solve
the stochastic problem directly by applying reinforcement
learning algorithms. We call it stochastic approach.

In this paper, we focus on studying the planning algorithms
and assume fully observability of the robot. We compared
deterministic approaches and stochastic approaches. More
specifically, we implement two search algorithms for the
deterministic approach and four reinforcement algorithms for
the stochastic approach. We developed a simulation frame-
work to mimic the real-time planning scenario to support the
experiments. The experiment results show that the determin-
istic approach is not only faster but also robuster than the
stochastic approach. We also proved that the deterministic
approach is mathematically different from the stochastic
approach.

In the following, Section 2 reviews the wildly used de-
terministic approaches and stochastic approaches. Section 3
presents the six implemented algorithms. Section 4 presents
the simulation framework and experiments that compare all
those algorithms. Section 5 discuss the similarity and differ-
ence between the deterministic approach and the stochastic
approach. We conclude with a summary and bring up some
future work in Section 6.
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Fig. 1: We focus on the problem of navigating the robot (star
in the middle) from the start position (green ring) toward the
goal position (red ring) without intersect any static obstacles
(blue squares) and dynamic obstacles (orange circles).

II. RELATED WORK

A. Deterministic Approach

Several deterministic approaches have been implemented
to solve similar obstacle avoidance problems. Work has been
done in the planning space to safely navigate around dynamic
obstacles that move with uncertain motion patterns. Planning
a safe trajectory with dynamic obstacles requires accurate
prediction of the obstacles location and future behavior. An
algorithm was created to solve this problem by building a
learned motion pattern model by combining a sample based
reachability computation and Gaussian processes. Simula-
tions demonstrated that this planner could safely navigate
an autonomous vehicle around a complex environment in
real-time while mitigating the chance of a collision with the
dynamic obstacles [1].

Several other planning algorithms have been created that
can efficiently plan and re-plan trajectories dynamically by
modeling the dynamic obstacle uncertainty [16][21]. A dif-
ferent planning approach tries to tackle the challenge of clut-
tered and highly dynamic environmental surroundings. There
are two major challenges under these conditions: trying to
predict the trajectories of the dynamic obstacles is noisy
and planning is computationally expensive because of the
large state space. Also, re-planning needs to occur frequently
since the trajectories of the dynamic obstacles change. These
problems are addressed with a path planning algorithm that
models the dynamic obstacles predicted trajectories and the
uncertainty of the predictions. A time-bounded lattice is used
which combines short-term planning with time with long
term planning without time[12].

Another approach in planning with dynamic obstacles
is using a sampling-based motion planning algorithm like
RRT [15] specifically developed for large robotic vehicles



with complex dynamics and operating in uncertain, dynamic
environments like URBAN challenge [20] [13].

Finally, we can use any real-time algorithm that uses
incremental planning if we could solve the problem of
dynamic obstacles prediction like [9][11].

B. Stochastic Approach

One wildly used model-free reinforcement learning ap-
proach is Sarsa [19]. The idea is to the update the Q value
by the rule:

Q(s,a) < Q(s,a) + afr +vQ(S',a’) — Q(S,a)]

Algorithm 1 Sarsa

1: initialize Q(s,a),Vs € S,a € A(s), arbitrarily, and
((terminal-state,.)=0

2: for each episode do

3 Initialize S

4 Choose A form S using policy derived from Q)

5 for each step of episode do

6: Take action A, observe R, S’

7 Choose A’ form S’ using policy derived from @

8: Q(S,A) + Q(S,A) + a[R+v*Q(S',A") —
Q(S, A)

9: S+ S ;A A
10: until S terminal

Algorithm 10 is the pseudo code of SARSA, it always
updates the @ value by the Q(s,a), which is derived by
the current learned policy. Another model-free reinforcement
learning approach is @ — learning [22]. The idea is to the
update the () value by the rule:

Q(s,a) + Q(s,a) + a(r + 7 max Q(S',a"))

Algorithm 2 Q-Learning

1: initialize Q(s,a),Vs € S,a € A(s), arbitrarily, and
(Q(terminal-state,.)=0

2: for each episode do

3 Initialize S

4 for each step of episode do

5: Choose A form S using policy derived from @

6 Take action A, observe R, S’

7: Q(S, A) + Q(S, A) + a[R+ ymaz,Q(S,a) —
Q(S. A)

8: S« 5
9: until S terminal

Algorithm 9 is the pseudo code of Q) —learning, it always
update the @) value by the max, Q(s,a).

Model-based approaches such as LSTD [5] and LSPI [14]
are also widely used as reinforcement learning approaches.
These two approaches efficiently use sample experiences to
learn state value function and state-action value function

respectively. Both of them implicitly learn the embed MDP
model. There are also other approaches that learn the MDP
model explicitly. iPOMDP[7] tries to learn a POMDP model
which is much harder than learn a MDP. The way they
achieve this problem is to assume some prior distribution
over the model and do inference based on observation.
Once a MDP model is learned, the problem of solving
the reinforcement learning problem transfers into solving
the MDP. So we can apply any MDP solver such as
dynamic programming approaches: value iteration (VI)[3],
policy iteration (PI)[18], modified policy iteration (MPI)[17]
or sampling-based approaches: real-time dynamic program-
ming (RTDP)[2] and its improved version labeled-RTDP
(LRTDP)[4], Monte Carlo Tree Search (MCTS)[6] and its
variation Upper Confidence Bound for Trees (UCT)[10]. In
our work, we solved MDP with UCT algorithm considering
its remarkable ability of balancing between exploitation and
exploration, which is naturally adapt to real-time on-line
search scenario.

III. METHOD
A. Deterministic Approach

Our problem here is how to plan under uncertainty of the
movement of the dynamic obstacles we have two different
approaches based on A* algorithm [8].

1) A* algorithm: A* makes use of two values g(n) as
the distance from the start node to the intermediate node we
try to reach and h(n) as the heuristic part that represent the
distance from the intermediate node to the final goal then the
total cost f(n) of the final path we trying to find is simply
the sum of the two distances.

F(n) = g(n) + h(n) (1)

Algorithm 3 A* Algorithm

initialize the open list
initialize the closed list
put the starting node on the open list
while open list not empty do
node X = the node with the least f on the open list
pop X off the open list
generate X children and set their parents to x > we
don’t diagonal movement
8: for each child do

A O T

9: if child is the goal then

10: top the search

11: child.g = X.g + 1 > for simple grid world
12: child.h = Manhattan distance from goal to child
13: child.f = child.g + child.h

14: add the node to the open list

15: push X on the closed list
16: return the path

A* algorithm is one of the oldest and powerful algorithms
that work with a guaranty to find the optimal path to the
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Fig. 2: Heuristic Matrix

goal but, if we want to use it as real-time motion planner we
need to have some small modifications on it.

The first approach that we used is simply run A* at each
time step and select the first action to commit to the agent
this way will guaranty that we have the optimal path but
it will take a lot of time to compute and then use the first
action simply it’s waste of time but it will be useful if you
must have the optimal path which usually is not required.

The second Method is a simplified approach from LSS —
LRTA*[11] which is using the original A algorithm and
run it only for three iterations and select the best action to
commit to the agent, this approach is going to be much faster
because we only compute a small part of the path but at the
final we will not have the optimal path.

2) Dealing with static obstacles: The simplest and ef-
fective way to deal with the static obstacles is to make it
unreachable by assigning the H(n) for the static obstacles
potion with 1000. For example, if we have 6«6 map with the
start at the (0, 0) position at the upper left corner and the goal
at position (5, 5) at the bottom right the original heuristic will
look like Fig 2a if we used Manhattan distance. If we have
4 static obstacles at positions (2,2),(2,4), (4,1), (4, 3) the
final heuristic matrix will look like Fig 2b.

3) Dealing with Dynamic obstacles: That is the most
important part for us if we manage with some approaches
to have a potability matrix that states the probability of a
dynamic obstacle D are going to be in position (z,y), we
can use this matrix with the help of Equation 2 for each
dynamic obstacle to update the heuristic matrix then we are
going to explain how we can get this probability matrix.
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(b) probability matrix of dynamic obstacles position in the next
movement
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Fig. 3: Heuristic Matrix updating with dynamic obstacles
probability

N
h(z,y) = originalh(z,y) + Zprob(Di) xa  (2)
i=1

where N is the number of dynamic obstacles and « are
the number that used as a trade of time of computation and
the chance of collision with an obstacle. In Fig 3 we can
see how to update the heuristic matrix based on the dynamic
obstacles probability.

4) Dynamic obstacles movement prediction: To simplify
the complex environment, the movements of the dynamic
obstacles were constrained to a known model. This section
will describe our model of the dynamic obstacles and explain
the movement predictions. The dynamic obstacles are limited
to five actions; move up, move down, move left, move right
and stay put. At each time step the obstacles can take a
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Fig. 4: Dynamic Obstacles movement.

single action. Actions are chosen randomly with a normal
distribution and dynamic obstacles move independently from
each other. If an action is chosen that would cause a wall
collision, the obstacle does not move as if the stay put
action were taken. Figure 4 shows a grid with two dynamic
obstacles and their possible movements after one-time step.

Since the actions and the distribution are known, we can
calculate and predict the obstacles movement by creating
a probability matrix. The probability matrix is used in the
deterministic approach to avoid the dynamic obstacles in the
grid world. The predicted movement of the obstacles can
be computed for a variable number of time steps. As the
number of time steps increase, the dynamic obstacle can
move further and further away from its starting position,
increasing the number of possible locations. The probability
that the dynamic obstacle is in or near its starting position
is much higher that the probability of the obstacle having
moved farther away. We calculate the probability of an
obstacle being in a grid cell by summing the opportunities
that the obstacle had to move to that cell after each time
step. The counts in each cell are divided by the total number
of possible moves to compute a probability.

B. Stochastic Approach

For the stochastic approach, we first model the problem
in Markov decision process (MDP). A MDP model is an
agent acting in a stochastic environment. The MDP model
can be specified as a tuple < S, A, T, R >, where S is a
set of states, A is a set of agent actions. When agent take
action ¢ € A in state s € S, it moves to a new state
s’ € S with probability T'(s,a,s’) and receives a reward
R(s,a). We discretized the continues state space into a grid-
world representation, then each state here represent the agent
position and obstacles’ position. The actions in our work
are “up”’, “down”, “left”, “right”, and “stop”. We provide
a goal-reaching reward 1000 upon task completion and a
collision penalty -1000. To encourage shorter trajectories, we
add a small time penalty -1 as immediate reward. Because
we don’t have the model for the uncertainty movements of
dynamic obstacles, the transition model is unknown initially.

Full Policy

Running:
Given a state, do the action
following the policy

Training:
Q learning/Sarsa
Run a large number of episode

Fig. 5: Our off-line framework separate the training phrase
and the running phrase. In the training phrase (left), we run
the RL algorithm for a large number of episodes (20,000 in
our experiment) in the hope that it can learn a decent policy
(middle look-up table). Then in the real-time running phrase
(right), we commit the action that follow the policy.
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Fig. 6: Value Implementation function of Sarsa-learning.

To address this problem, we study the model-free approaches
and model-based approaches.

1) Model-free Approach: We design an off-line reinforce-
ment learning framework to apply two most wildly used RL
algorithms: @) — learning and SARSA. Figure 5 shows
the off-line framework. To apply @) — learning, we follow
the pseudopod in 9. To apply SARSA, we follow the
pseudopod in 10. Q-learning is off-policy algorithm and
SARSA is on-policy algorithm. They perform the updates
of action-value function estimate at the end of each step
without waiting for the terminal. The challenge of bring
these algorithm to on-line scenario is that there were infinite
number of states and the visiting each state and calculate
Q-value in that limited time is difficult.

To address this problem, we implemented value approxi-
mation which is similar to LSPI which is a reinforcement
learning algorithm designed to solve control problems. It
is uses value function approximation to cope up with large
state spaces and batch processing for efficient use of training
data. LSPI has been used successfully to solve several
large-scale problems using relatively few training. In this
implementation value approximation is the method of using
the Q-value for set of seen state-action pair and manipulating
it to get an appropriate equation which can generate Q-value
for unseen data.

The value approximation for Q-value was implemented
with the help of Features and Weights as described in
Figure 6. Features is structured information about the input
parameters of the environment. For the stochastic approach
we have considered basically three broad category of input
parameter. The first feature is about the information about
the agents position. The second feature is about the position
of all dynamic obstacles in the grid respectively. The third
feature is about the action taken.

One very important factor that was taken care while



designing the feature were that every feature should be
unique with respect to the position in the grid. For example,
if say

fi=z+y

For coordinates (3,4) and (4,3) the value of the feature
would be same. This would be a fault in the feature design.
So, all the features were designed in such a way that for
every position in the grid it generated unique value.

Weights are the value that are generated with the help
of the seen dataset. Initially, we came up with some random
weights, these weights were substituted in the value approxi-
mation equation. The Q-value was calculated. The calculated
Q-value was compared with the actual Q-value and the Error
and Arrow was calculated.

Once the Error or Arrow was calculated, the prior was
used to adjust the weights. The weights were adjusted with
the help of the below mentioned mathematical equation.

o < 6o — a(y’ —y)
01« 601 —a(y —y)zy
Oy < O3 — aly’ — y)xo

This was experimented for a set of all the seen Q-values
and correct weights were calculated. The value approxima-
tion equation implemented to get Q-value of unseen data is

Q=wlxfl+w2xf2+w3x*f3+wd

where wl,w2,w3,w4 are the weights and f1,f2 {3 are the fea-
tures. The pseudopod of value approximation is in Algorithm
22

Algorithm 4 Value Approximation Approach Algorithm

Ji=z+10y
f _ xd1+102d; +100xd>+1000xd3+...4+10" xd,,
~ yd1+10yd; +100yd2+1000yds+...+10"yd,,
a

f3=10

procedure GET WEIGHT (s, a)
Weights[|[W = wy, wa, w3, wy
q=wlx* fl4+w2x* f2+w3x* f3+wd
for ¢* € Set(q) do

dq=q" —q
wi = w1 — 0qf1
w5 = wp — 0q fo

w3 = w3z — 0qf3

wy = wy — 0qfy

wy = (w1 + wy)/2

we = (wg + w3)/2

ws = (w3 +w3)/2

wy = (wg +wj)/2
return W

procedure GET QVALUE UNSEEN (s, a)
Weights[|W = NULL
W = GET WEIGHT (s, a)
Q=wlxfl+w2x*f2+w3x*f3+wi
return Q)

2) Model-based Approach: Another way to deal with the
uncertainty is directly estimate the transition model, then
apply MDP solver to update the policy until time limit. To
estimate the model uncertainty, we derive the transition prob-
ability from the movement prediction of obstacles. The prob-
ability matrices of each dynamic obstacle in the environment
can be used to compute the transition probability matrix.
The transition probability matrix is used in the model-based
stochastic approach to avoid the dynamic obstacles based
on the probabilities that the environment transitioned to
each possible state. The transition probabilities are computed
recursively based on the number of dynamic obstacles in the
grid world. The probabilities are computed by multiplying
all the probabilities of each dynamic obstacle at each state.

Algorithm 5 Monte Carlo tree search Algorithm

procedure SELECT ACTION (s, d)
loop
Simulate (s, d, 7o)
return argmaz,Q(s,a)
procedure SELECT ACTION (s, d, mg)
if d = 0 then
return 0
if s Z T then
for a € A(s) do
(V(S7 a)a Q(S, a’)) « (N()(S, a’)7 QO(Sﬂ a’))
T=TUs
return Rollout (s, d, m)

logN(s)
N(s,a)

a < argmaz,Q(s,a) + ¢
(s',a) ~ G(s,a)

q+ r+~ySIMULATE(s' ,d —1,m)
N(s,a) + N(s,a)+a

Q(s,a) < Q(s,a) + q]_\,(“'(?s(éa;b)

return q

Algorithm 6 Rollout evaluation Algorithm

procedure ROLLOUT(s, d, )
if d = 0 then
return 0
a ~ mo(s)
(s',a) ~ G(s,a)
return r + yRollout(s',d — 1, 7o)

Once we have the transition model, we can any of the
MDP solver to compute the policy. In our work, we use
UCT algorithm to solve the problem on-line because of its
remarkable ability of balancing between exploitation and
exploration, which is naturally adapt to real-time on-line
search scenario. The pesudocode of UCT is in Algorithm 18
and 6.



IV. EXPERIMENTS
A. Environment setting

We developed a grid world simulator to exam our path
planning algorithms. The world has one agent which we can
control, one static goal, and multiple random generated static
and dynamic obstacles. Typically, we set the total number of
obstacles to 10% of grid size. Every object has a unique
location in (X,y). Every moving object has 5 actions [stop,
up, down, right, left] and we encode them into integer [0-4]
for the ease of communication. All the dynamic obstacles
perform 2-dimensional random walk in each iteration.

1) Stucture: We decouple the path planning algorithm
and the simulator with a communication API. Simulator act
as a server and planning algorithms act as client in our
experiment. Simulator send two messages:

i. Locations of objects. At initialization stage the simulator
send locations of all objects. At update stage the simu-
lator only send the locations of agent and all dynamic
obstalces. For example in a world with 2 dynamic
obstacles, a typical space-seperated message is 70 2 3 3
2 4”. This string is also used as state identifier in our
stochastic algorithms.

ii. Ending message. “win” when the agent reaches the goal
/’lose” when agent crashes into an obstacle.

Planner send two messages:

i. Starting message. “start” signals the simulator and get
initialization message.
ii. Actions: one action or a sequence of actions, such as 2
30
2) Simulator: The real-time simulator we use for testing
all our path planning algorithms has the following setting:

i. The simulation starts with receiving a start message,
ends with sending a win/lose message.

ii. We assume that actions require time to perform in the
real world. Whenever the simulator receives an action
from planning algorithms, it will send back the current
location of all the moving objects.

iii. Simulator will wait for no more than 0.5 seconds for the
next action, once timeout it will send lose.

3) Trainer: We also develop a training module for the
stochastic algorithms. It is slightly different from the simu-
lator.

i. The training process will run indefinitely as long as the
planner wants to continue. Once it finished a start-;end
cycle, it will immediately start a new one with the same
initialization message.

ii. The reward of an action is sent back immediately in the
training process.

B. Comparison

We run multiple experiments in our simulation framework.
Different map size vary from 6 by 6 to 10 by 10 are
compared. We compared two deterministic approaches: A*
and LSS-LRTA* as well as three stochastic approaches:
Q — learning, SARSA and UCT. For each map size

Deterministic Methods
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Fig. 7: We show the total computational time for each

map size. The bar here is the average over 10 problem
with different random seeds. Black line is the standard
deviation. LSS-LRTA* is faster than A*. The average total
computational time is less than 1000 milliseconds.

and each algorithm, 10 different random seeds are used to
generate problems. For the deterministic approach we have
one parameter o = 15 that’s work as a trade off between
the speed and the probability of collision with a obstacle.
For Q-learning and SARSA, we run 60,000 episode. For
UCT, we run 10,000 simulation with 100 step depth, and
constant in UCB is set to 1,000. Figure 7 shows the average
computational time for deterministic approaches to achieve
the goal. The CPU time is accumulate all search iterations.
Figure 8 shows the CPU time for stochastic approaches.
As we can see, deterministic approaches are much faster
than stochastic approaches. This is because we run off-line
learning for a very large number of episodes in order to
get a decent policy with Q-learning and SARSA. For UCT,
although it is on-line method, we still do a large number of
simulation in each step in the hope of get better Q value for
the state-action.

For the two deterministic approaches, we can see from the
figures that LSS — LRT A* is faster than A* that’s because
we don’t compute the complete path we only compute the
first three actions, which means the search frontier is always
three steps away from the root.

We also show successful rate of all those algorithms in
figure 9. As we can see, deterministic approaches also per-
form better than stochastic approaches. When the map size
is larger than 8, there is no success instance for stochastic
approaches within 60,000 episodes. So we do extra compute
the average steps for different episode numbers in each map
size. We observe that as it train longer, the agent survive
longer.

For the two deterministic approaches, successes rate for
A* are higher than LSS — LRT A*. This is because of the
local look ahead for LSS-LRTA* is shorter than A* which
compute the complete path to guaranty optimality.
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Fig. 8: We show the total computational time for each

map size. The bar here is the average over 10 problem with
different random seeds. Black line is the standard deviation.
SARSA and Q-learning takes less total cpu time than UCT
because they only involve off-line training while UCT train
a large number of simulation(10,000 here) for every step.
Q-learning and SARSA are look close because we use the
same training episode number for them (60,000 in this plot).
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Fig. 9: We show the success rate for each map size. The
bar here is the number of win instance over total which is
10. A* performs best. For all map size, its success rate are
larger than 0.8. LSS-LRTA* is also not bad, it can achieve
high success rate even in map size 9 and 10. For Q-learning
and SARSA, they only work in small map size, and SARSA
performs even worse, it only win 1 instance in map size 6
by 6. The result of UCT is interesting, it lose all instance
in small map size 6 and 7, but start to win in larger map
size. We reason this is because as the map size increase, the
density of dynamic obstacle is decrease. Thus it increase the
chance for on-line approach like UCT to success.

V. DISCUSSION

In this section, we do the theoretically comparison be-
tween the deterministic approach and the stochastic ap-
proach.

In the deterministic model, the output of the model is fully
determined by the parameter values and the initial conditions.
But for the stochastic model, the same set of parameter
values and initial conditions will lead to an ensemble of
different outputs. Thus, in our project, the deterministic
method only has one plan while there is a fully policy in
the stochastic method. As a result, we found that these two
approaches are same in the first expansion, but they are
different in the further actions. The example that follows
will illustrate this notion.

First of all, the cost of deterministic can be defined as
follows

TotalCost = Z cost; P;

3

The reward function of stochastic can be computed with
the formula below

Total Reward = Z P(s|s,a)r(s")

App.A Fig. 10 shows the initial condition and the moving
direction of the agent and obstacles. The star is the goal
of agent and we have two dynamic obstacles (circle) now.
The probability of obstacle moving right is 0.8, and the
probability of staying in the same place is 0.2. We are talking
about the situation of the first expansion: the agent going up.
If there is a collision while moving, the cost or reward is -
1000; otherwise it is O.

As we mentioned above, the deterministic method only
has one plan in the first expansion. Both obstacles move to
right. The collision happens, and the cost is 0.8 * 0 + 0.8
* -1000 = -800. The moving direction is shown as App.A
Fig. 11.

However, in terms of the stochastic method there are four
different transitions. The transition I is obstacles do not
move. The reward is 0.2 * 0.2 * 0 = 0, which means there
is no collision. In the transition II, the first obstacle moves
to right and the second obstacle stays in the same place.
The reward is still O calculated by 0.8 * 0.2 * 0. For the
third transition, the second obstacle goes to right and the first
obstacle does not move. In this scenario, collision happens
and the reward is 0.2 * 0.8 * -1000 = -160. The last condition
is both obstacles move right at the same time. There is a
collision as well; the reward is 0.8 * 0.8 * -1000 = -640.
The total reward is -800 ( 0 + 0 + -160 + -640). App.A
Fig. 12 indicates these four transitions respectively.

According to the above analysis results, when the agent is
tested in the first expansion the cost of deterministic is equal
to the reward of stochastic. Therefore, these two methods
are same in the first action. Nonetheless, it does not mean
they are always equal. When the agent take the second
and more actions, the deterministic approach will use the



Manhattan distance as the heuristic. But in the stochastic
approach the reward is accumulated by the subtree through
the Bellman equation. App.A Fig. 13 presents the difference.
In conclusion, these two methods are different in the second
expansion and subsequent actions.

VI. CONCLUSIONS

This paper study deterministic and stochastic approaches
to solve the dynamic obstacles avoidance problem for mo-
bile robots. Experiment results show that deterministic ap-
proaches work better for this problem. They are not only
faster but also robuster than stochastic approaches, and they
also scales up much better. However, we argue that off-line
stochastic approach still worth to apply in those problem
with relatively small state space, and we have considerable
off-line training time budget. Then once we finished off-line
training, the on-line running would be very efficient because
it will involves no computation effort.

In this project, We didn’t finish the value approximation.
We will keep doing that. There are also several improvement
can be done for the simulator such as support on-line object
mode update and better support on-line training. The theo-
retical proof is not sound. We basically just give a general
idea in this paper. We could also do more experiments that
enable tuning algorithm parameters.

For model the uncertainty of dynamic obstacles move-
ment, in a more realistic environment, the model of the
dynamic obstacles would not be known. Dynamic obstacles
could move in different directions with unknown probabili-
ties and unknown velocities. Inertia is the resistance for an
object to change its state of motion. Using the concept of
inertia, we know that obstacles in motion at high velocities
with high masses have a higher probability of not changing
their direction of movement. This concept could be used to
develop a method that can learn from an obstacles history
and estimate the obstacles next position. Given a history of
the dynamic obstacles positions and the timestamp of each
position record, we would like to estimate the probability of
the dynamic obstacles future locations.

The Kalman filter is a tried and true method used to
estimate a state using a series of observations recorded
over time. This method can estimate unknown variables
using a history of measurements containing noise and other
inaccuracies. The Kalman filter was introduced in 1960 by
Rudolf E. Klmn. The algorithm can predict an estimate
of the current state variables (position and velocity of the
dynamic obstacles) and the uncertainties of the estimates.
The subsequent observation can be used to update the
current estimation using a weighted average. Estimates with a
higher certainty are given more weight. The algorithm works
recursively and can be run in real time by using the current
observation, calculated state and uncertainty matrix. Using
a Kalman filter, we hope that we can accurately predict the
motion of the dynamic obstacles with unknown models. This
would allow the techniques presented in this paper to be
applied to a more realistic environment.
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VII. APPENDIX A



Fig. 10: Initial Condition.
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Fig. 11: Moving of Deterministic.
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Fig. 12: Four state transitions of action moving up with (a) 0.2*0.2=0.04, (b)0.2*0.8=0.16, (c) 0.8*%0.2=0.16, (d)0.8*0.8=0.64
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Fig. 13: (a) Manhattan Distance, (b) Subtree



